Chapter 13
Knowledge elicitation

Nigel Shadbolt and Mike Burton

Introduction

Expert systems are computer programs which are intended to solve real-
world problems, achieving the same level of accuracy as human experts.
There are many obstacles in such an endeavour. One of the greatest is che
acquisition of the knowledge which human experts use in their problem
selving, The issue is so tmportant to the development of knowledge hased
systerns that it his been described as the ‘bottle-neck in Expert Systems
constructiont’ (Hayes-Roth er 4., 1983).

Despite 1ts central role there s no comprehensive theory of knowledge
acquisition available. Many regard the area as an art rather than a saence. It
15 not the purpase of this chapter to investigate the theoretical shortcp.nmgs
of knowledge acquisition but to deliver practical advice and gut A4
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performing the process. Hty

Expert systems

In the early days of Aruficial Intcligence much eftare wene into atte,n:\ 5 to
discover general principles of intelligent behaviour. Newell and‘\u}*;ms
(1963} General Problem Solver exemplifics this appraach. They were interested
in uncoverng a general problem solving sirategy which could be used for
any human task. In the early 1970s this poesinon came to be challenged. A
new slogan came to prominence—in the knowledge lhes the power’. A
leading exponent of chis view was Fdward Feigenbaum of SRL He observed
that experts are experts by virrue of doman specific problem solving strategies
together with 2 great deal of damain specific knowledge. It was the attemnpt
to incorporate these various sorts of domain knowledge which resulted in
the class of programs called Expert Syswems.

Throughout this chapter we will be assuming that current commereaally
available expert system saftware will be the implementation vehicle for the
programs. Thus the form in which the knowledge will be implemented is




3z Technigues n design and evaluation

bikely to be standard production nales with perhaps a structured object facilivy
such as frames. For a review of the major types of cxpert system architecture
see Jackson (1985) and of different knowledge represencation formalisms see
Shadbolt (1989).

The problem of acqnisition
The people who build expert systems, the knawledge engineers, are typically
not people with 2 deep knowledge of the application domuin. However, 1t
is the knowledge engibeers who muost gather the domain knowledge and
ther implement it in a form thar the machine can use. (o che simplest case,
the kpowiledge engincer may be able to gather information from a vadety
"of nowhman resowroes: e.g. text baoks, technical manuals. However, tn
fmost cises one needs actually o consult a praceising cxpert. This may be
becaust there isn't the docementation available, or because real expernise in
the pmb]m solving derives from pracucal expenience in the domain, rather
hip ffom a reading of stndard texts. The task of gachering information
generally, from whatever source, is called knowledge acquisition. The subtask
of gathering information fram the expert is called knowlrdge elicication (KE),
Many problems arise before an clicitacion of the deratled domain knowledge
1 ever conducted. There are possible falures in the understanding of what
it is realisue to build. Sometimes the fadure occurs when formulavng the
role of the system. On other occavions there is an inadequate understanding
g ‘s tns'L envuunment Very often the effort and resources required ro

€ms ate nndevestimated: this occurs in both the development and
Rt -

fsystems A '\qrtlcularly nasty sitwaton anses when the
'i:ngmccf:s e)rpcr:tcd o conjure up knowledge for areas in which
no cvldcncc of systematic pract,: = exists ac all. Knowledge engincers seem
to be expected to provide theones for demains where there is no theory.
Providing we can avoid all of these obstacles then we ger down to detajled
issues of KE.

The problem of elicitation

The questan in KE is this: how do we get experts to tell us exacdy whart
they do? The task 1s enormons, particularly i the context of large expert
systems. There are a varjety of dreumstances which contnive to make the
problem even harder. Much of the power of hurnan expertise lies iy luid-
down experience, gathered over a number of years, and represented as
heuristics. Often the =xperrise has become so routimzed thar experts no
longer know what it 18 that they do or why.

There are also cornmercial reasons to try o make KE more etfective. We
would like to be able to use techniques which will mimmize the effort spent
In gathenng, transcribing and amalysing the knowledge. We would Jike to
minimize the time spent with cxpensive and scarce experts. And, of course,
we would like 1o maximize rhe yield of usable krowledge.

I H
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This chapter will continue by describing, in sufficient decail for che reader
to apply them, examples of major KE methods, We will then mention other
techniques and where the reader can find out more abouc them. In later
sections we will review aspects of expertise and cogninen thac are likely to
directly affect the KE process. Finally, we deseribe the construction of
programmes of acquisition.

Methods of knowledge elicitation

The structured interview

Almaost everyonc starts in KE by determuning to use an interview. The
interview 15 the mest commonly used knowledge ehcitarion technique and
takes many forms. {rom the completely unstruciured interview to the formally-
planned, stmctured nterview. (For s full review of wmterview techniques see
Sinclair in this volume.) The structured interview 1s a formal version in
which the knowledge engineer has planped the whole session. The seruci-ed
mterview has the ndvantage that it provides structured transcripes that wre
casier to analyse than unstructured ‘chac’. The reizovely formal interview
which we have specified here constramns the expert—ehator dislogue o the
general principles of the domain. Experts do not wosk through a pareicalar
scenaria extracted from the domain by the elicitor; rather the cxperrs generace
their own scenarios as the wterview progresses. The structure of a cypical
interview 15 25 tollows. '

1. Ask the expert to give 3 brief {10 min) outhne of the rarger rask,
incloding the following information:
fa} an outlne of the task, induding a descripuon of the possible
solutiens to the problem;
{b; a descrirtion of the variables which affece the choice of solunons;
{r} a hst of major rules which connece the variables to the solutions.
2. Take each rule elicited in stage 1, ask when 1t is appropriate and when
1 15 not. The aim 1s to revea the scope {geneality and speeificity) of cach
existing rule, and hopefully generare scme new rules.
3. Reprat stage 2 until 1t s clesr that the expert will not produce any
addinonal informanion.

It 1s important m using this technigue to be close and specific abour how to
perform stage 2. We have found that 1w s helpful to canstrain the elicitor’s
mnterventions to a speafic set of prabes, cach with a spedfie function. Here
is a hist of probes (P) and related funcuons {F) which will help in scage 2.
P! Why would you do that?

F1 Converts an assertion into a rule.

P2 How would you do that?

F2  Cenerutes lawse ardep cules

L LU TUIga.




Techniques in design and evaluation

When would you do that? Is <the ruke™ always the case?

. Reveals the generality of the rule and may generate other rules.
. What alternatives to <the presenbed action/decision™ are there?
Geaerates more oles

.What if it were not the case that <currently true condition>>.
Generates moles for when current condibon does not apply.

Can you tell me more about <any subject already mentioned:>.
Used to generate further dialogue if expert dries up.

The idea here 13 cthat the chator engages in a type of slot/filler dialogue.
The requirement thar the clicitor hstens our for relevant concepts and relations
mnposes a large cognitive load on the elicitor. The provision of fixed hnguistc
forms.wrthin which to ask questions about concepts, relations, artribures and
'vaheﬂcmakts the- elicitos’s job vesy- mmch easier. It also provides sharply
medgrmseripts which facilitace the process of extracting usable knowledge.
‘;f%w,.ihtzcﬁmn be instances when pone of the above probes are
. 2bpopsiate. {suech .as the case when the elicitor wants the expert to clarify
soxpething). However, you should try to keep the interjections necessary n
such sitwations to a mimmum. The point of specifying such a fixed set of
bnguistic probes is to constrain the expert to giving you all, and only, the
mformation you want.

The sample of dialogue below 1s taken from a real interview of this kind.
I 15 the manscript of an interview by a knowledge engineer (KE) with an
expert (EX) on VDU fanlt diagnoss®.

EX. d.actually checked the port of the computer.

Kl Whyrdid yon check the por?

. ".Eﬁ!‘f-iflts been lightning recently then it's 2 good idea to check the port +
- because Lghming tends 1o damage the ports.

Eﬁr‘*ﬁia there any altematives to that problem?

EX' Yes; that ought to be prefaced by saying do that if it was several keys

40 igih odd effects + not necessarily all of them, butr more than 2.

KE Why does it have to be more than 27

EX  Well if it was only one or two keys doing funny chings then the thing
te do would be to check the keys themselves + check the contacts of
the keys + check that they're closing properly + speed would affect
all keys, parity would affect about half the keys.

This is quite a nch piece of dialogue. From this section of the interview

alone we can extract the following rules:

IF there has been recent lightening

THEN check port for damage

IF  there are two or fewer malfunctioning keys

THEN check the key contacts

IF about half the keyboard is malfunctionmg

THEN check the parity

RXAFERAE §

*In the transenipts we use the symbal + to represent a pause in the dizlogue
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IF  the whole keyboard is malfunctioning

THEN  check the speed

Of course these rules may need refining in later clicitation sessions, bur
the text of the dialogue shows how the use of the specific probes has revealed
a well-structured response from the expertt,

In 2ll the interview techniques (and in some of the other generic techniques
as well) there exist 2 number of dangers that have become familiar to
knowledge engineers. One problem is that experts will only produce what
they can verbabze. [f there are non-verbalizable aspects to the domain, che
interview will not recover them. This can arise from two causes. It may be
that the knowledge was never explicitly represented or ardiculated in terms
of language (consider, for example, pattern recogniton expertise). Then there
is the situation where the knowledge was onginally learnt explicidy in a
propositionz] form but the experts may have wompited the knowledge to such
an extent rhat they regard the complex decisions they make as based on
hunches ar intuitions; 1n fact, these decisions are based upon large amounts
of remembered data and experience, and the continual application of strategies.
In this situation they tend to give black box replies “1 don’t know how I do
that . . . .", “It 15 obviously the right thing to do . "

Ancther problem anses from the observation that people (and experts
particular) often seek to justfy their decistons in any way they can. It is a
common experience of the knowledge engineer to get 2 perfectly vahd
decision from an expert, and then to be given a spurious justification. For
these and other reasons we have to supplement interviews with additional
merhods of elicitation, Eldration should always consist of a programme of
techrmigues and methods. This brings vs on o ¢onsider another technique
much favoured by knowledge engineers.

Protocol analysis

Protocol Analysis (PA) (considered in dewal by Bainbndge in this book} 1s
a generic term for a number of different ways of performing some form of
analysis of the expert(s) actually solving problems in the domain. [n all cases
the engineer takes a record of what the expert does—preferably by video or
audio tape—or at least by written notes. Protocols are then made from these
records and the knowledge engineer tries w extract meaningful rules from
the protocols.

We can distinguish two general types of PA—en-line and off line. In on-
line PA the expert is being recorded solving a problem, and concurrently a
commentary is made. The nature of this commentary speafies the rwo
subtypes of the on-line method. The expert performing the task may be
describing what they are doing as problem solving proceeds. This 3s called

tIn fact, 2 possible second-phase cheitation technique would be o present these rules back to the
expert and ask abaut theiwr cruthfulness. scope and so forth.

X e —
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' i i her expert provide a runming
: self-report. A vanant on dus is to have anot _ : 4
m{nmcnury on what the expert performing the task is doing. This is called

Oﬁ-iint; PA allows the expert(s) to comment retrospectively on the Problerp
solving session—usually by being shown an audio-visual record of it This
: paxy ke the form of retrospective self-report by the experr who actually
: solved the probiem, it could be a critical recrospecnve report by other experts,
ox there could be group discussion of the protocol by 2 number of experts
mchding its oniginator. In the case in which only a behavioural Protocol 1s
obtained then obvicusly some form of retrospective verbalization of the
problenn solving episode is required.

B’G&!W?&W:lgm 2n bccqheld, a number of pre-conditions should be
"‘L'--j%&m'of‘ﬂmsc_js that the knowledge engineer is s_utﬁcicntl_y
T nk-with the domain to understand the expert’s tasks. Without this '
ﬁ:m:ln?ﬂ}mphdy fail to record or take nore of important parts of
the . capert’s behaviour. A second requirement is the careful selection of
‘peoblems for PA. The sampling of problems is crucial. PA sessions may take
a rehavely long ame and only a few problerns consequently can be addressed. 1
Therefore, the selection of problerns should be guided by how representative
they are. Asking experts to sort problems into some form of order (Chi et
¢ al., 1981, 1982) may give an insight into the classificadon of types of problems
and help m the seleetion of sujtable problemns for PA (see also the next two
sections on concept sorts and laddering).

A further condition for effective PA is that the expert(s) should not feel
embarrassed about deseribing their expertise in detaill. It 15 preferable for
them: to have experience in thinking aloud. Uninhibited thinking aloud has

to be learned in the same way as does talking 0 an audience. One or two
short training sessions may be useful, in which 2 stmple task is used as an
exarnple. This puts the experts at ease and familiarizes them wath the rask of
talking about their problem solving. In trying to decide when it is appropnate
. w use PA bear in mund thar it js alleged that different KE techniques
R drfferentially elicit certain kinds of formation. Wich PA it is claimed that
the sorts of knowledge clicited include: the *when’ and ‘how’ of using speafic '
knowledge, problem solving and reasoning strazegies; evaluation procedures
and evaluation criteria used by the expert; and procedural knowledge abour
how tasks and subtasks are decomposed.
When actually conducting a PA the following are a useful set of tps to .
kelp enhance its effectiveness:
1. Present problems and data in 1 realistic way; the way problems and
data are presented should be as close 25 possible to a real sitvaton
2. Transcribe the protocols as soon as possible; the meaning of many
cxpressions is soon lost, parnicularly if the protocols are not recorded,
3. In almost all cases an sudio recording is sufficient, but videorecordings
have the advantage of containmng additional and disambiguating information,

e
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4. Avoid long sclt-report sessions; chinking aloud is significantly more
tieng for the expert, than is being interviewed, because of the need tw
perform a double task This is one reason why shadowing is sometimes
preferred.

5. In general, the presence of the knowledge engineer is required in 2 PA
session. Although adopting 2 background role, the knowledge engincer's
Very presence suggests a listener to the interviewee, and lends meaning o
the talking aloud process. Therefore, comments on audibility, or even silence
by the knowledge engineer, are quite acceptable.

Protocol analyses share with the unstructured interview the problem that
they may deliver unstructured transeripts which are hard to analyse
Mareover, they focus on partcular problem cases and so the seope of che
knowledge produced may be very restricted. Tt is difficult to derive general
domain prnaples from a limited number of protocels. These are pracucal
disadvantages of protocel analysis, but there are more subtle problems. Two
actions, which look exactly the same to the knowledge engineer, may be the
rvesult of two quite different sets of consideracdons. This s a problem of
immpoverished interpretanon by the knowledge engineer. They simply do not
know enough to discrmminate the acnions. The obverse to this problem can
arise in shadowing and the retrospective analyses of protocols by =xperts.
Here the expert({s) may sumply wrongly attnbute 2 set of considerations to
an action after the event This 1s malogous to the problems of misactribution
1N interviewing.

A parncular problem with self-report, apart from s being tiring, is the
possiblity that verbahzanon may mnterfere with performance. The classic
demonstration of this is for s driver to attend to all the actions involved n
driving a car. If one consciously monitors such varables as engine revs,
current gear, speed, visibility, steering wheel position and so forth, the
driving invarably gets worse. Such skill is shown to its best effect when
petformed automantcally. This is slse the case with certain types of expertise.
By asking the expert to verbalize. one is in some sease destroymng the peint
of doing protocol analysis—to access procedural, rezl-world krowledge.

Having pointed to these disadvantages, 1t is also worth remembering that
context is sometimes inportant for memory—and hence for problem-solving.
For most non-verbalizable kmowledge, and even for some wverbalizable
knowledge, it may be essential to observe the expert perforrmung the wask,
for it may be that this 13 the only stuation i which the expert is acrually
able to ‘communicate’ knowledge.

Finally, when performing PA it is useful to have a sct of conventions for
the actual interprecanon and analysis of the resultant data. Kuipers and
K assirer (1983) and Belkin ¢t af. (1987) provide detailed guidelines for such
aralysis.

The two classes of generic technique discussed so far are sahiral and
intuidvely easy to understand. Experts are used to expressing their knowledge
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in these sorts of ways. The techniques that follow are what we might term
contrired, and permit the expression of knowledge in ways that are likely to
be mefarmhar o the expert.

Con::ppt sorting is a wechnique that is useful when we wish to uncover the

di&':_xmt ways an expert sees relationships between a fixed set of concepts.

In dhe version we will present an expert is presented with a number of cards

or-cach of which a concept word is printed. The cards are shuffled and the

capert.is asked to sont the cards into either a fixed number of piles or clse

msgﬁ_t}:?m o any pumber of piles the expert finds appropriate. This

EEss i ey, mes. One attempts to get multiple views of the

 strpe ofganization of ksowledge by asking the expert to do the same

ﬁi@mmgm%ﬁm tme creating at least one pile that differs in

m]‘spnyﬁom previous sorts. The expert should also provide a name or
mgry labdl for each pile on each different sorr,

- Pesforming a card sort requires the elicitor o be not entirely naive about

the domain. Cards have to be made with the appropriate labels before the

session. However, no great familianty is required as the expert provides all

i the substantial knowlddge in the process of the sort. We now provide an

example from our VDU domain to show the detailed mechanics of a sort.

The concepts printed on the cards were faults and corrective actions drawn

from 2 structured imterview with the expert. He had outlined 20 faults and

Qﬂﬁg}m@s- - :
4} damaged VDU port (B} faulty key contacts
Q) meotrect. panty setting {D) program is busy
N {E) dainaged tube (F} terminal not switched on
iy, {G) mains fase blown (H) fuse in VD'U blown
" () loose connection or break in (I} press coniroi-¢
¥ne
{K) press controlq (L} press control-z
(M} VDU power supply fault (N) software fault
{O) video section fault on VDU (P) incorrect terminal speed setring
(Q) terminal requires reset (R) VDU transmussion fault
(S} wansmit Hne fault (T} receive Mine faule

The expert was shown possible ways of sorting cards in a toy domain as
part of the briefing session, and then asked to sort the real elements in the
same way.

The dimensions/piles {P) which the expert used for the various sorts {S)
were as follows:

51 P1 hardware fault P2 software fault

S2 P1 easy to cear P2 difficult to clear
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33 P! no component damage P2 component damage usually as

symptom of another outcome
P3 component damage as an

outcome
54 Pl comrmunication fault P2 nota communication fauk
33 P1 no output P2 no response
P3 garbled output P4 combination of no response

and garbled output

The following table shows the pile number of each sart for each fault or
cortective action (card label); almost all the fanlt concepts are distingmshable
from one another—even with these few sorts.

fully
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Using this information we can attempt to extract decision rules directly. An
example of a rule extracted from the sortings is:

IF it is a hardware fault (sort Upile 1)

AND it 15 easy to clear (sort 2/pile 1)

AND it 15 component damage (sort 3/pile 3)

AND it is NOT a communication fault (sort 4/pile 2) i
AND there is garbled output (sort 5/pile 3)
THEN there are faulty key contacts {outcome B)
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As can be seen from the example such sorts produce long and curnbersome
mles,’ In fact many of the causes may be redundant—once you have
established that the fault is a hardware one, there is no need to check whether
it s component damage. However, the udlity of this technique does not
resade solely in the production of decsion rules. We can usc it, 25 we have
said, t6 explore the general interrelationships between concepts in the domain,
We are trying o make explicit the implidit structurc that experts impose on
thetr expertise. Varanes of the simple sort are different forms of hierarchical
sort. One such version is to ask the experr to proceed by producing first
two piles, on the second sort three, then four and so on. Finally we ask if
my. vwo piles bave anything in common. If so you have isolated a higher

| ordidzotmiripd ithat can be used as 1 basis for future eficitation.

e S dvintages of)concept sorting can be characterized as follows. It is

En‘;tlg&” ‘and easy to analyse. It forces into an explicit format the
“copstracts. whids underbe an expert’s understanding. In fact it is often
“sentetive to the expert; 2 sort can lead the expert to see structure mn his
view of the domain which he himself has not consciously articulated before.
Finally, in domains where the concepts are perceprual in nature (i.c. x-rays,
layouts and picures of various kinds) then the cards can be used as a means
of presenting these Images in an awempt to elicit names for the categories
and relationships that might link them. There 1re, of course, features to be
wary of wath this sort of technique. Experts can often confound dimensions
by not consistently applying the same semantic disdnctions throughout an
elicitation session.. Altermatively, they may over-simplify the categorization
of elements, missmg out important caveats. One thing that we have found
(Schweikert et ol.; 1987) is that an expert’s own opinion of the worth of a
tcd:mif;glcls no gmde to its real value. In methods such as sorting we have
a sitmaton in which the expere 15 wying to demonstrate expertise in a non-
natural or contrived manner. He or she might be quite used to chatting
about their field of expertise, but sorting is different and experts are suspicious
of it. Experts may in fact feel they are performing badly with such methods.
However, on analysis one finds that the yield of knowledge is as good and
sometimes better than for non-contrived rtechniques.

LrEar

Laddered grids

Once agam this is a fairly contrived technique, and 1t will be Necessary to
explain it fully to the expert before starting. The expert and the knowledge
engineer construct a graphical representation of the domain in terms of the
relations between domain elements. The resule is a quahtanve, two-
dimensional graph where nodes are connected by labelled arcs. No extra
elicitation method is used here, but expert and clicitor construct the graph
rogether by negotiation.

In using the technique the elicitor enters the conceptual map at sorme point
and ther attempts to move around it with the expert. A formal specification
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of how we use the technigue is shown below together with an example of
its use.

1.
2.

Start the expert off with a seed itemn.
Move around the domain map using the following prompts:
1. To move DOWN the expert’s domain knowledge:
How can you tell u is <<[TEM>?
Can you give examples of <ITEM>?
2. To move ACROSS the expert’s domain knowledge:
What alternative examples of <CLASS> are there to <ITEM>?
3. To move UP the expert’s domain knowledge:
What have <SAME LEVEL ITEMS> got in common?
What are <SAME LEVEL ITEMS> examples of?
What is the key difference berween <ITEM 12> and <ITEM
2=2

The clicitor may move around the domain map of knowledge in any order
which seemns convenicnt. As the elicitation session progresses, the ehicitor
keeps track of the elicited knowledge by drawing up a network on a large
piece of paper. This representation allows the elicitor to make decisions (or
ask questions) about what constitures higher or lower order elements in the
doman. In order to give the reader the flavour of the technique, there follows
an extract from a laddered grid ehctation session. Once again, the knowledge
domain is VDU faule diagnosis.

KE
EX
KE

EX
KE
EX

KE
EX
KE
EX
KE
EX

KE
EX

What examples of a2 'no response’ problem are there?

It’s a software problem, Unless a small set of keys 15 affected.

Can you give me an example of what you do 1f there’s a small ser of
keys affected?

Yes. You check the key contacts.

Can you give me eyamples of actions for software problerns?

Yes You intervene or don't intervene, You don’t intervene if there's
a user error where they musinterpret a slow program as this faule.
Can you give me an example of when you intervene?

When there's an editor preblem. Then you use control keys.

Can you give me an example of using control keys?

Press control-¢, control-q and control-z.

What 15 the difference petween control-c and control-g?

Control-q gets you out of control-s and control-¢ gets you out of the
program. Control-g should be used before control-c.

What is the difference between control-c and control-z?

Control-c gets you out of the program and shouid be used before
control-z. Control-z quits the system.

From this portdon of a laddered grid interview the clicitor drew up a
hierarchical represcntation of the domain as shown in Figure 13.1.
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No response
1

Software problem Smali set of keys affected

1

Irtervene Pon't intervene Check key contacts

Controd kays Program Busy

, =" T Cirl-2 Ciri-C
T frestore paging} {quit system] {guit prograrm)

Rgare 13,1 ladderng m the VDU Domawm.

This hierarchy gives rise to the following ser of rules which could be
m the knowledge base of an expert system for VDU fault finding.

"I there s no response
P ANEF'i is 2 sofiware problem

: 1 needed

A Ny y g

: a“f?ﬂévmm i

- AB. comml—q doesn’t work
* THEN press, goptrol¢

3

W controlc dossn't work
THEN press-control-z

We have found that this form of knowledge elicitation is very powerful
for structured domains. As with other contnved techniques we have found
that whilst an expert may think this techmque is revealing lictle of interest,
subsequent analysis provides good quality rules,

The limited information task

A technique which does not provide a spatial representation of the domain,
but rather a set of hints or suggestions which may prove useful in exXpert
system construction is a technique called the limited information task (Hoffman,
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1987) or 20 questions {Grover, 1983). The expert is provided with lictle or no
information about a particular problem to be solved, but must then ask the
elicitor for specific information which will be required to soive the problem.
The informadon which 15 requested, along with the order in which it is
requested, provides the knowledge engineer with an insight into the expert’s
problem solving strategy. Omne difficulty with this method is chat the
* knowledge engineer needs 2 good understanding of the domain in order to

make sense of the experts’ queshons, and to provide meaningful responses.
The elicitor should have forearmed themselves with a problem from the
domain together with a crib sheet of appropriate responses to the questions.

In a version of the limited information task which we use, we cell the
expert that the eliator has a scenario in mind and the expert must determine
what it is. The scenario might represent a problem, a solution or 2 problem
context. The expert is told thac they may ask the clicitor for more information,
though what the elicitor gives back is terse and does not go much beyond
what was asked for in the question. The expert may be asked to explain '
why each of the questions was asked.

An example of the kind of interaction produced by this technique is shown
below. Here the problem domain is in the construction of lighting systems
for the inspection of industnal produces and processes.

EX Is this in the manufactunag industry?

KE Yes.
EX  So we've ruled out things like frnt, vegerables, cows?
KE Yes.

EX Is it the metal indusery?

KE The material is wood.

EX  So we could be dealing with a large object here like a chair or table,

KE The object 15 large.

EX  It's likely to be a 3-D object, you've got to pick it up and mum it over.

KE That's right.

EX  So what I need now are the dimensions of this object in terms of the
cube that will enclose it. :

KE Tt would have similar dimensions to the table top.

EX Do I inspect one surface or all the surfaces?

KE Al of them.

EX Is the mnspector looking for one or many faults?

KE One particular fanlt.

EX Can you describe 1t for me?

KE [t's pencl marks about half zn inch long.

EX  What colour is the wood?

KE Dark unfimshed wood.

EX We've got a contrast problem here. Ac this point I'd go and lock ar
the job + to see if the graphite penal marks reflect hght + sometirmnes
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it does, but it depends on the wood + if it does you can select the

3 hght to ncrease the contrast between the fault and the background.
EX ¥d be doing this in three phises: first 2 general lighang, then specific
»'37 -3 for sarface Bghting, and then some directionzl light {expert then gives

I

w1 rtechnicdl speafications for these types of light].

This mterview gives us an interesting insight into the natural line of
enquiry of an expert in this domain. Often expert systems gather the nghe
data but the order in which they are gathered and used can be remote from
hewizn expert works, This can decrease the acceprability of the system 1f
wiheserpestsare to use it, and it also has consequences for the intelligibitity
aﬂéﬂp%}p&nﬂﬂns the system offers in terms of a retrace of its steps to a
m;m’ i

evwritd b seen . that we can once again extract decision rules directly from

ehddialogue- e.g.

I faule colour is black
ANT object colour is dark
THEN contrast 15 a problem

The drawbacks to this technique are that the ehctor needs to have
constructed plausible scenarios and to be able to cope with questions asked.
The cxperts themselves are often uncomfortable wath this technique; this
may. well bave to do with the face that, as with other contrived techniques,
itags.mot 2 parural means of manifesting expertdse. Whalst 2 few scenarios
‘may peveal some of the general rules in 3 domain the elicitauon 1s very case
spédiic<An: order te get the range of knowledge for a sweep of simanons
mﬁny scemarios would need to be constructed and used.

R R

Automatic elicitation

As KE 15 acknowledged o be a time consuming and diffieult process, the
idea of automated elicitation is particularly atractive. A nurnber of programs
have been developed towards this goal, and we wall briefly consider some
of them in this section.

There are two main types of automated elicitation: (1) those systems which
are implementations of standard KE techmiques; and (2) thosc systems which
use machine learning techniques to induce rules from sers of worked examples
and observed data. In addition to these categories, there are also systerns
which use knowledge about the structure of 2 partrcular domain in order to
drive the ehatation. However, these are large-scale systems dedicated to
specific projects, and are not generally available. Readers interested in this
category of system are referred to Marcus er al. (1985) for a review.
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Of those systems which implement standard technigues, the most successtul
are based on the repertory grid. This techmique has its roots in the psychology
of personality {Kelly, 1955) and is designed to teveal a conceptual map of a
domain, in a similar fashion to the card sort as discussed above (see Shaw
and Gaines, 1987a, for a full discussion; also, see Sinclair in this boaok).
Bricfly, subjects are presented with a range of domain elements and asked
to choose three, such thar two are similar, and different from the third. So,
for example, peoplke might be presented with a set of amimals, and choose
elephant and hippo as the two similar elements, aud sparrow as the third.
The subject is then asked for their reason for differentiating these elements,
and this dimension Is known as a construct, In our example “size’ would be
a suitable construce. The remaining domain ¢lements are then rated on this
construct.

This process continues with different triads of clements until the expert
can think of no further discriminaring constructs. The result is a matnix of
similarity ratngs, relating elements and constructs. This is analysed using a
statistical techniqu'. called duster analysis. In KE. as in clinical psychology,
the technique can reveal clusters of concepts and ¢lements which the expert
might not have anculated in an interview. Fowever. the disadvantage of
the technique 18 thar it is very time-consuming to admimster by hand, and
the cluster analysts 3 complex o perform and interprer. This naturally
suggests that an implemented version would be appropriate.

There are several repertory gnd programs on the markct. However, the
best known programs are ETS (Boose, 1985), 1ts successor, AQUINAS
(Boose and Bradshaw, 1987), and KITTEN (Shaw and Gaines, 1987b).
Although these are largely rescarch tools racher than commercial praducts,
they provide a good focus for discussion of KE using an automated repertory
grid. With each of these systems the expert interacts divectly with 2 cornpurer.
The programs arc run in such a way chat the reperory gnd is builtup
interacuively, znd the expert 1s shown the resuitant knowledge. Experts have
the opportunity tg refine chis knowledge dunng the elicitarion process. The
output of these sybtems is 1 set of machine-executable rales. In AQUINAS,
these rules can take the form necessary for 2 wide range of expert syswem
shells. These systems bypass the human clicitor altogether and have been
used with considerable success in smali-scale domams where soludons can
be comfortably enumerated {see Boose, 1986 for a list of successful applications
of ET'S). However, the rep grid 15 not well-swited ro more complex domains
mvolving construcuon or planning,.

We now turn to automated eliataton of the serond kind, Machine
mnduction 1s the process whereby @ program is presented with many soived
problems (or other appropnate large data sets) from the domain, and uses
statistical regularities to infer underlying rules. An introductory overview to
this techruque can be fornd in Hart (1986). The best known algorithm for
this is ID3 (Quunlan, 1979, 1983), and versions are now available in some
small-scale shells. Te conceprualize the process, imagine presenting sets of
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motor car symptoms alongside decisions about the fault diagnosis. It may
be.that 2 mechame cannot readily articulate a rule relating a set of symptoms
w0 a particular fault, bue if they occur reliably together with the fault, the
program induces a rule relating them. So, the next tme this configuration
of faults 18 encountered, the appropriate diagnosis 1s made.
' . Althongh this technique sounds attractve, it has several assoclated problems.
Rasles may be induced which do not have any basis in the domain. This can
arise according to quite arbitrary decisions such as the order in which the
fearning examples are input. Furthermore, there is the problem of cause and
effect—ihe fact that 2 partdcular set of faults co~occurs with a diagnosis on
the:lbarning set does not necessarily imply a cansal relation. Research continues
ﬂn smote. sophisticated machine learning techniques for KE (e.g. Michalski et
%Mﬂ;chcﬁ 1982). Clearly though, induction programs de not provide
zéa@mgkm ‘selution to autormnatic ehcrtation.
-zqa!Esz}y in this sccton, we should mendon that there are now several
kygescale knowledge acquisiion enviromments under construction, These
typicaily provide a number of automated KE technigues, knowedge base
edirors, automated transcript analysis and various other support software for
the knowledge engineer. These systems are currently ac the research stage,
and as yet are not gencrally zvalable. However, the interested reader is
referred to Anjewierden (1987), Motta et al. (3987) and Diederich et al.
(1987) for acecounts of KADS Power Tools, KEATS and KRITON,
respectively. These systems indicate the shape and form of the next gencration
of knowledge engineering tools,

A ‘taxonomy of KE technigues

We have attenpted to sample some of the major approaches to eliciation
and where appropriate give a detailed desaniption of techniques that are likely
to be of use. There are many vadants on the merhods we have desenibed.
Below we huve provided a taxonomy of methods with which we are familiar
together with 2 primary reference for each one.

Non-—contrived
Interviews
Strucrured
Focused interviews (Hart, 1986}
Forward scenano simulaton (Grover, 1983)
Teach back (Johnson and Johnson, 1987)
Unstructured {(Wets and Kulikowski, 1984)
Protocol analysis
Verba!
On-line (Johnson e al., 1987}
Offline (Elstewn et al., 1978)
Shadowing (Clarke, 1987)
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Behavioural (Ericsson and Simon, 1984)
Contrived ]
Conceptual mapping
Sorting and rating (Gammack, 15872,b)
Repertory gnd (Shaw and Gaines, 1987a)
Pathfinder (Schvaneveldt e al., 1985}
Goal decomposition
Laddered grid (Flinkle, 1965}
Limited-information task (Grover, 1983; Hoffinan, 1587)
Automanc
Rule induction (Shapiro, 1987)

Having discussed the prnciple methods of elicitadon we should spend a
lirtle time teflecting on the nature of two other major components of the
KE enterprisc, namely the experts and the expertise they possess.

On experts

Experts of course come m all shapes and sizes. Ignoring the nature of your
expert is another potential pitfall in KE. A coarse guide to a typology of
experts might make the issues clearer. Let us take three categories we shall
refer to as academics, practitioners and samural (in practice experss may embody
elements of all three cypes). Each of these rypes of expert differ along a number
of dimensions. These include: the outcome of their expert deliberations, the
problem solving environment they work in, the state of the knowledge they
possess (both its internal structure and its external manifestation), their status
and responsibilides, their source of mformation, and the nmature of their
training,.

How are we to distinguish these different types of expert? The academic
type regards cheir domain as having a logically organized structure.
Generalizations over the laws and behaviour of the domain are important ta
thern; theoretical understanding is prized. Pact of the funcdon of such experts
tnay be to explicate, clarify and teach others, thus they talk 2 lot about their
domains, They may feel an oblizatuon o present a consistent story both for
pedagogic and professiomal reasons. Therr knowledge 15 likely to be well
structured and accessible, These experts may suppose that the outcome of
their deliberations should be the correct solugen of a problem. They believe
that the problem can be solved by the appropriate application of theory.
They may, however, be remote from everyday problem-solving.

The practitioner class an the other hand are engaged in constant day to
day problem-solving in the domain. For them specific problems and events
are the reality. Their practice may often be imphiat and what they desire as
an outcome is a decision that works within the constraints and resource
limitations in which they are working. It may be that the generalized theory
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of the acadermuc is poorly articulated m the practitioner. For the practitianer
hevristics may dominate and theory be thin on the ground.

The samnurai is a pure performunce expert—the only reality is the
performance of action to secure an optimal performance. Pracnce is often
the only traming and responses are often automatic.

One can see this sort of division in any complex domain. Consider for
example medical domains where we have professors of the subject, busy
housemen working the wards, and medical ancillary staff performing many
mmportant but repetitive chimieal activities.

The knowledge engineer must be alerc o these differcnces because the
various types of expert will perform very differently in KE situations. The
academic will be concerned to demonstrate mastery of the theory. They will

' Adviol mviach effort to charactenizing the scope and limitations of the domain
tﬁ&tﬁ-}?.»:?mctitionm, on the other hand, are doven by the cases they are
’ solviig from day to day. They have often compiled or routmized any declarative
‘désariptions of the theory that supposedly anderlics their problem-solving.
The performance sammurat will more often thar not turn any KF interaction
into a concrete performance of the task—simply exhibiting their skill. But
there is more to say about the naturc of experts and this 1s rooted in general
principles of human information processing. Psychology has demonstrated
the imitanons, biases and prejudices that pervade all human decision making—
expert or novice. To illustrate this, consider the following faces, 2ll potentially
crucaal to the enterpoise of KE.
¢ bas been shown repeatedly thac the context in which one encodes
mformation is the best one for recall Tt is possible then, that EXPEITS May
pottdiaye access to the same information when in a KE interview. as they
doizrbien acmally performing the task. So there are good psychological
vesSoris to use techniques which involve observing the expert actually solving
problems in the normal serting, In short, protocol analysis techniques may
be neeessary, but-will not be sufficient for effective knowledge dlicitation

Consider now the issue of bi%T s ir hurman cogmtion One well-known
preblem 1s that humans are poc"c‘{ pielupulating uncertain or probabilistic
evidence. This may be important 1t KE for those domains which require a
representation of uncertainty. Consider the rule:

IF the engine will not tumn over

AND  the hights do not come on

THEN  the battery 1s flat with probabilicy X
This seems lke a reasomable rule, but what is the value of X, should it be
0:9, 0-95, 0792 The value which is finally decided upon wall have impareant
consequences for the working of the system, but it is very difficult to decide
upon it in the first place. Medical diagnosis is a2 domain full of such
probabilistic rules, but even expert physicians cannot accurately assess the
probability values. In fact there are a number of documented buascs in human
cognition which lie at the heart of this problem (sce for example Kahneman
et al., 1982}, People are known to undervalue prior probabilites, to use the




Knowledge elicitatian 339

ends and middle of the probability scale rather than the full range, and to
anchor their responses around an inital guess. Cleaves (1987) lists a number
of cognitive biascs likely to be found in knowledge eliciration, and makes
suggestions about how to avord them. However, many knowledge engineers
prefer to avold the use of uncertinty whercver possible.

Cognitive bias is not limited to the manipulation of probability. A series
of experiments has shown that systematic patterns of error occur across a
number of apparently simple logical operations. For example, Modus Tollens
states thac if *A implies B’ 1s true, and ‘not B’ is truc, then ‘'not A” must be
true. However people, whether expert in a domain or not, make errers on
this rule. This is in parc due to an inability to reasan with contrapositive
staternents. Also in part it depends on what A and B acmally represent. [n
othar words, they are affected by the content. This means that one cannot
rely on the veracity of experts’ {or indeed anyone's) reasoning.

All this evidence suggests that human reasoning, memory and knowledge
representation is rather more subtle than might inidally be rhought.

On expertise

Clearly the expertise embodied by experts is nor of a homogencous type. In
constructing cxpert systerns it s likely thar very different types of knowledge
will be uncovered which will have very different roles in the system. There
arc a number of anmalyses available of the epfstemelogy of expertise. Qur
analysis is based to a large extent on that of Breuker (1987).

First, we can distinguish what is called domain fevel knowledge. This term
is being used in the narrow sense of knowledge that deseribes the concepts
and elements in the domain and relations bdetween them. This sore of
knowledge 15 sometimes called declarative, it desertbes what is known abossr
things in the domain. The propositions below can be seen as domain level
knowledge n this sense:

damaged VDU is a hardware fault
cransmit line fault s a software fault

There is also knowledge and expertise which has to do with whar we might
call the inference level. Thas is knowledge abour how the components of
expertise are to be orgamzed and used in the overall system. This is quite a
tigh level description of expert behaviour and may often be unplicit in expert
practice. The following is a description of knowledge about part of a
systernatic dragnosis systemn at the inference level,

To perform systemane diagnosis we will have knowledge about a
complaint, and knowledge about observables from the patient or object.
We seleer some aspecet of the complaint and using a model of how the
system should be performing normally we look to see i€ 2 particular
parameter of che system 15 within normal bounds.
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Another type of expert knowledge is the fask level. This is sometimes
ca]]ed procedural knowledge. This 15 knowledge to do with how goals and
subrgoals, tasks and subusks should be performed. Thus in a classification
task there may exist 2 number of tasks to perform m 2 particular order so
as to utihize the domain level knowledge appropmately. This type of
knowledge Is present in the following extract.

"Eirst of alt perform a general inspection of the object. Next examine the
sample with a band lens. Next use a prepared thin-section and examine
that under 2 cross-polarizing microscope.

H

¥os m is . devel of expert knowledge referred to as strategic
ricdge. Th:.s % information that monitors and controls the overall
m iﬂﬁ‘lﬂg +Fhes can have to do with the way resources are used; what
% d& ]fﬂiﬁ pwoposed solndon fails or is found to be inappropriate in some
way; “what to do when faced with incomplete or insufficient data. Such
information i5 contained in the following extract from an mterview.

if 1 bad tme [ would always check the video driver board. If its a2 Zendth
machme I'd always check that because they are notorions for going
. WTORg . . .

i *feld of expertisc is likely to contain these various sorts of knowledge
gmafer &1 Yesiser extents. Atany partlcular knowledge level the information
'bi:_exphcls or Jmplicit in an expert's behaviour. Thus in some domains
ﬂm‘m may-have no real notion of the strategic knowledge they are
Follpwing Whilst in others this knowledge is very murch in the forefront of
thert defiberations. Also, of course, the requirements on a systern ahout how
far it needs to implement these vanous [evels will vary. It is almost universally
acknowledged that significant reasoning about problem domams requires
more than just modelling simple relationships between concepts in the
domains—it requires causal models of how objects influence and affece one
another, models of the processes in which objects participate. This is a hard
problem, and often the Limitations of first generation expert systems mean
that sophisticated domain models cannot be supported.

This brings us to a final important fearure of KE, Ofien the process of
acquisition yields much more knowledge than can be implemented (Young,
1987). In this case the knowledge engineer ought to think sbout laying down
the knowledge in a format that will allow it to be used when more powerful
implementation systerns amrive. Putting knowledge into deep freece in this
way requites using an expressive and unambiguous intermediate representation
of the knowledge to be stored. A number of eandidares exist for this; Young
and Gammack {1987} provide a brief review of the alternacives.
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Methodologies and programmes of KE

Are there any guidelines as to how techniques should be assembled to form
a pregramme of acquisinon? In other words when should we use the various
techniques? The c¢hoice may depend on the characteristics of the domain, of
the expert, and of the required system. Furthermore, it is cleer that some
techniques are going to be more costly in terms of time with the expert, or
of the effort required for subscquent analysis of transcripts.

Therc are 2 number of articles and books available on "how to do knowledge
elicitation”. Thesc often contain advice of the most general kind, and
emphasize the pragmatic considerations of cxpert system development.
General reviews can be found in Welbank (1983), Hoffman (1987), Kidd
{1987} and Hart (1986). While these reviews are based on expenence of the
general kind, there have also been 2 number of attempts to make formal
recommendations. Gammack and Young (1985) offer a mapping of knowledge
elicitation techniques onto domain type. Their analysis requires that domain
knowledge be separated into different cacegories, and provides suggestions
about the particular techniques which are most likely to be effective in each
category. Although the analysis alerts one to the fact chac there are different
types of knowledge wich any domain, it does not provide cngincers with
guidelines about how to identify cach type.

The most therough attempt to integrate KE procedure is provided by
KADS—Knowledge Acquisition and Domain Structuring (see Breuker, 1987
for an overview). KAIDS embodies seven princples for the clicitation of
knowledge and construction of a system, These principles are stated below
{following Breuker, 1987):

1. The knowledge and expertise should be analysed before the design and
tmplementation starts.

2. The analysis should be model-driven as carly us possible.

3. The content of the model should be expressed ar the episzemological
level.

4. The analysis should include the functionality of the prospective system.

5. The analysis should preceed i an incremental way,

4. New datz should be clinited only when previously collecred data have
been analysed.

7. Collected data and interpretations should be documented.

Principle 1 is quite straightforward and requires no further explanation.
Principle 2 requires chat one should bring to bear a modcl of how che
knowledge is structured carly on in the process, and use It to interpret
subsequent data. Principle 3 means thet one should use an appropriate
intermediate level representation deviee, and not wy to force knowledge into
a particular formalism before one knows how it may best be implemented.
Principle 4 is a reminder that a complete analysis includes an undersranding
of how the system s w work, v.g. who will use it, and o whae situation.
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One cannot gain a full understanding of the problem simply by trying to
map out an expert’s knowledge withour regard to how it will be used.

Prmciple 5 emphasizes the fact that there is a wide vanety of related topics

‘withir 2 domain. This means that construcrion of 2 model should be *breadth-
first”, embodying all aspects at once, rather than attempnng fully to represent
ofe sub—part after another. Principles 6 and 7 are once again straightforward.
Eike miany of the best recommendations, the unlity of these statements 1s
most apparent when they are not adhered to.

A basic msight from KADS is that knowledge acquisition should be viewed
mader the metaphor of model building, rather than the mining of mformation
(Breuker, 1987). The principles above emphasize this point—in short, KE is
piean mdependent part of constructing an expert system, and v1ewmg it as
5&4@5_‘0&1@9&, to meflicient pracnce. Whether or not the adoption of such
w;é‘r‘;i‘ &3 makés for more efficient and effective KE 15 a moot point as

: bave not been formally evaluated. In so far as they impose a
oix the KE process they are likely to be useful.

"3{ n‘tfzcr ess disciplined approach and yet one that is almost alwzys

issociated with expert systems 1s rapid prototyping (Hayes-Roth ef al., 1983).
Indeed some see the approach as specifying 2 separate eliataton technique.
The idea is that it is easier for experts to criticize a working system, than it
15 to specify the system in the first place. Imidally, a prototype is built,
without much regard to its weaknesses, and the expert makes suggestions
about 1ts performance. These suggestions are mcorporated into the system
by programmers, and at the next session there should be fewer errors. This
cyde contnues untl the expert is satisfied with the behaviour of the system
(se¢ Christie and Galiner in this volume),
,_.;.Ef?f;ﬂy? there has been more formal evaluation of KE techniques {cf. for
example, Cooke and McDonald, 1987; Schweickert e al., 1987; Burton et
al., 1987a, 1988). This rype of research is sull in its mfam,y Where there are
concrete and robust findings from the work we have tried to subsume them
when describing the pros and cons of the techniques themnselves,

Conclusions

The problem of knowledge elicitation is 2 subtle and complex one. We have
described some of the techniques thar are used in this enterprise. But we
have also sought to provide an indication of the difficulties inherent in doing
this kind of work. At present knowledge elicitation is wself a form of
expertiss—experenced knowledge engmeers come to recognize the subtleties
of expert thinking, and can develop skills for capturing these. However, 1t
1s clear that a formal methodology is absent.

As expert systems technology becomes more readily available, more people
will have to face the issue of knowledge elicitanon. In order to provide
support for this enterprise research is under way in areas as disparace as
software engineering, artificial intelligence and psycholegy. Experience to
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date has identified interesting and difficult problems which form the research
agenda for these groups. In the mean time, prospective knowledge engineers
will have o rely on accurnulated experience, and general readings such as
this one.
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